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Abstract—The influence of interference and coupling in syn-
chronous systems is investigated. Our new approach based on
the linear time-variant model in oscillatory systems lends new
insight into interference and coupling phenomena in synchronous
systems. According to the analysis, it is possible that a small per-
turbation to an oscillator is enhanced by positive feedback through
coupling with another oscillatory system. This implies that the
inherent phase error caused by thermal noise can lead to a large
amount of jitter by interference even in the absence of external
noise. The analysis also reveals the relationship between the jitter
occurrence and frequency difference in a plesiochronous system.
Additionally, it is shown that the coupling within a closed-loop
system can limit the bandwidth of a phase-locked loop and cause
the peak gain of the response of the phase error. We confirmed
these analytical results by measurements conducted on test chips.

Index Terms—Interference, phase-locked loops (PLLs), jitter,
phase noise, stability, feedback, substrate noise, power supply
noise, synchronization, mesochronous.

I. INTRODUCTION

HE continued scaling of CMOS process technologies has

facilitated the integration of high-speed interface circuits,
large-scale digital cores, and analog circuits on a chip. The issue
of interference noise becomes increasingly important for real-
izing such system on devices. Many interference cases exist: the
interference between a transmitter and receiver, analog circuits
and digital cores, different clock domains, etc. In particular, the
interference noise between clock domains hampers chip perfor-
mance. Injection locking and injection pulling between two o0s-
cillators are examples of undesirable phenomena caused by in-
terference noise [1]. Recently, a lot of investigations of the phase
noise in oscillators have been reported [2]-{4], where the in-
herent device noise such as thermal noise is treated as the main
noise source in oscillators. On the other hand, the studies of the
phase noise or the timing jitter in oscillators subject to the supply
noise and the substrate noise have been reported [5], [6]. In [5],
the timing jitter in ring oscillators due to the supply and sub-
strate noise was evaluated in terms of two kinds of figure of
merits: the cycle jitter and the cycle-to-cycle jitter. Heydari in-
vestigated the properties of the power supply and the substrate
noise and proposed a stochastic impulse train as the substrate
noise model [6]. He employed this model for the calculation of
the phase noise of the output of phase-locked loops (PLLs). In
both [5] and [6], the noise injected into oscillators is defined as
external and non-correlated to the output of the oscillators.
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Fig. 1. Two closed loops with interference noise.

This study investigates the influence of the interference noise
and coupling noise in synchronous systems. For analyzing the
interference between two oscillatory systems, we consider two
types of synchronous systems: a mesochronous system and a
plesiochronous system [7]. In the mesochronous system, two
oscillators operate synchronously at the same frequency; how-
ever, they are in an arbitrary phase with respect to each other. In
the plesiochronous system, an oscillator operates at a frequency
that is slightly different from that of the other oscillators, and
a slow phase drift occurs. We also investigate the effect of the
coupling noise in a closed-loop system with one oscillator.

In general, the abovementioned phenomena can be under-
stood by analyzing the time-variant model [2]. Our new ap-
proach based on the linear time-variant (LTV) model will pro-
vide an insight for analyzing the influence of the interference
noise between oscillatory systems and the coupling noise within
a single clock domain.

Theoretical approaches for analyzing the influence of inter-
ference and coupling are illustrated in Section II, wherein we
discuss the condition under which closed-loop systems may
enter unstable states due to interference or coupling. In Sec-
tion ITI, we describe the supply lines and the substrate model for
the coupling simulation. Further, we demonstrate the technique
that controls the coupling between adjacent closed-loop sys-
tems by simulation. Section IV shows the measurement results
of mesochronous, plesiochronous, and synchronous systems.
Section V concludes the paper.

1I. ANALYSIS OF INTERFERENCE IN CLOSED-LOOP SYSTEMS

A. Block Diagram of the Interference Model in Two Oscillatory
Systems

Fig. 1 shows the block diagram of oscillatory systems with
interference noise. It consists of two PLLs that are coupled with
each other {8].

With regard to the interference between two closed loops, we
make the following assumptions.

1057-7122/$20.00 © 2006 IEEE




YOSHIMURA AND IWATA: STUDY OF INTERFERENCE IN SYNCHRONOUS SYSTEMS

« The oscillation frequencies of the two PLL are the same or
very close to each other.

» The noise source is the charging current flow to the load in
digital circuits such as phase detectors and charge pumps
[9].

» The noise in one digital circuit causes a voltage fluctuation
in the loop filter node of the other closed-loop system.

» The above mentioned noise and voltage fluctuation are re-
lated to each other through a fixed parameter Cps, Which
is time invariant and independent of the noise level.

The coupling of the power supply and the substrate noise to
oscillators is generally defined as the stochastic noise model in
the large-scale mixed analog-digital integrated circuits [6]. The
statistical approaches are needed to characterize the jitter in that
case. To adopt the stochastic model assumes that the supply and
the substrate noise are noncorrelated or less correlated to the
output signal. On the other hand, the interference noise between
the above oscillatory systems is strongly correlated to the each
output signal. Therefore, we have to show the relationship be-
tween the interference noise and the fluctuation of output signal
to characterize the influence of interference in our model.

B. Analysis of Interference Noise in Mesochronous Systems

First, we investigate the influence of interference in
mesochronous systems. In order to analyze the phase noise of
oscillators with interference noise, the concept of the impulse
sensitivity function (ISF) is applied to this system [2], [10],
[11]. The sensitivity of a voltage-controlled oscillator (VCO)
to the loop filter can be expressed as foliows:

_G
T2

+ E Crcos(kwor +0) (1)
k

where wy is the oscillation frequency; € is the phase of the kth
harmonic; and C}, is the coefficient of the Fourier series of the
ISF. The variable vx is the voltage displacement injected to the
control node of the VCO. Note that this ISF is not dimensionless
and is defined by the displacement of the voltage instead of the
current.

The applicability of the ISF to the sensitivity of a VCO is
verified by the following discussion.

As shown in [2, Fig. 6], it is required for the phase error of
the oscillator to be proportional to the injection charge

6¢(t)'i_noise

Aq = const(= T'i_noise)

2
where 6¢)(t);_noise 1S the phase error induced by the injection
charge in [2] and I';_,oise is the impulse sensitivity function of
the oscillator. On the other hand, it is obvious that the voltage

displacement to the control node and the frequency variation of
the VCO follow the relationship mentioned below

bu(t) _ (64(0)/61)

Ux Ux

= const(=T) 3

-
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where dw(t) is the frequency difference from wg which is the
oscillation frequency of the VCO without any voltage displace-
ment to the control node. Since the oscillation frequency is pro-
portional to the voltage of the control node of the VCO within
the range of the first-order approximation, most of VCOs satisfy
(3). The ISF is the periodic function of the oscillation frequency
wg; therefore, it can be expanded as (1).

The sinusoidal noise to the loop filter, which is equivalent to
the injection noise to the control node of the VCO, is assumed
as

vx = vxo cos[(wo + Aw)t + 0] G
where Aw is the frequency offset from the carrier and 6y, is the
initial phase of the additional noise to the filter. The phase error
of the VCO is obtained as follows:

t
&(t)open = / vy - I'dr

_ vx0-Ch
28w

In the case of a closed loop, the phase error of the side-
band of the carrier is suppressed. When Aw is within the range
(Wn)/(20) < Aw < 2{wn(= wc¢) (Where w, and ( are the
natural frequency and damping factor of the PLL, respectively),
the phase error of the closed loop is attenuated by the feedback
system and is derived as follows:

sin(Awt + 0,0 — 61)- (6))

= wxo-C1 sin{ Awt + 8,0 — 01).

d’(t)close = ¢(t) 2wC

)

By setting the initial value of time so that §,,0 — 6; = 0, the
clock waveform V,; can be expressed as

Vout < cos(wot + &(t))
= cos (wot + vx0:C1 sin(Awt))
2we

vxo - C1
~ i —_—
cos(wot) + s

X [cos{wo + Aw)t — cos(wg — Aw)t] )

where we use the following approximation [12]:

cos{wgt + mp sin(Awt))
~ cos(wot) + %{cos((wo + Aw)t)

- cos((wo — Aw)t)]. ®

The noise of the digital block V,,_gig induced by the clock op-
eration is considered to be a nonlinear function of the clock and
is described as
Vn_dig = 01VouT + ang)UT + - ()]
Since we consider a linear model, the noi_se element of the
digital block is given by

Un_PD,A = Q1 v—Xfw'é—a cos{wg + Aw)t. (10)
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The above noise is added to the loop filter node of the other
PLL by using the coupling parameter C,

vxo- G cos(wg + Aw)t

dwe (1

UX,B = C;%EB Qg
where the parameter C’IﬁvB implies the coupling from PLL A to
B. Since we assume that the two PLLs have the same properties,
we usually omit the suffixes A or B in the other parameters.

By repeating the procedure, the clock waveform in the other
PLL is given by

Vour,s < cos [wot + ¢(t)Z + Ady]

CAB .y -0 o1 \?
= COS w0t+u( 1) )

8 we

x sin(Awt — 6,) + Ay (12)

where Ady is the relative phase difference between two oscil-
latory systems. In the mesochronous system, this value is time
invariant.

Using the coupling parameter OﬁA, the noise from the other
PLL to the loop filter is expressed as follows:

VXA = C,ﬁA < VUp_PD,B = C’,ﬁcA o
2
wot + _Clﬁ”B 1" Ux0 (ﬁ)
8 we
X sin(Awt — 01) + Ado].  (13)

If we assume that §; = 8,0 = 0 and A¢g = 0, (13) is
expanded as follows:

+ CO8S

C]‘;B Q1 VX0

vx,a 2Ot oy [coswot + T

2
. (————Cl ) (cos(wo + Aw)t ~ cos(wo — Aw)t)] - 14)
we

The signals at a frequency of wy + Aw are obtained from (4)
and (14).
A) The input noise to the loop filter is given as follows:

Vx(N) = vxo cos(wo + Aw)t. 15)
B) The output noise caused by coupling with another PLL

AB . BA . 2
_ Cpm -sz,-ozl-vxo
UX(0UT) = 16

(&)
| =] cos(wo+ Aw)t. (16)
we

When the peak value of the output noise exceeds the input
noise, it is possible that a small perturbation to the loop filter
will be enhanced by positive feedback. This implies that the in-
herent phase error caused by thermal noise may cause a signifi-
cant jitter. In this analysis, we first consider a small perturbation
noise to the filter; it shows that the interference between two os-
cillatory systems can result in a large phase error without any
external noise, as summarized below.

*
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Fig. 2. Interference model of the two closed loops and the equivalent closed-
loop model.
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I) When (CAB-C2A.a)/(16)-((C1)/(we))® > 1,alarge
amount of jitter may result from the interference between
two oscillatory systems.

) When (C4B - CBA - a2)/(16) - (C1)/(we))® < 1, a
small perturbation to the loop filter is suppressed and it
does not increase to a large jitter.

Here, we consider the phase margin of the abovementioned
interference system. The interference model of the two oscil-
lators may be considered to be a closed-loop one, as shown in
Fig. 2.

The total noise Vx_rgt of the interference model shown in
Fig. 2 is represented by using a closed-loop model as follows:

A(Aw) - Vx_tot + Vxany = Vx_tor
. Vx_tor _ 1

L = . 17
VX(IN) 1- A(Aw) ( )

Therefore, when A(Aw) = 1, the response function becomes
infinite and the system enters an unstable state. In other words,
when ZA(Aw) = 0 and A(Aw) > 1, the system has no phase
margin and enters an unstable state [13].

Next, consider the general case: 6y = 9 # 0and A¢g # 0.
The input and output noises to the loop filter are described in
(4) and (13), respectively. In order to determine the condition
under which a small perturbation to the filter can be enhanced,
a function is defined as follows (see Appendix I):

[vxcour) (UX(IN)/UX?)” |
i vx00UD(T) - (vxamy(r)/vxo) dr
J ("X(IN)("')/UXO)2 dr

o 1 CBA .oy
=i o T 3 /dT

X €0S [(Zwo + Aw)T + 61 + Ado +

(&) sntawr-an)

Awr 4+ 01 — Ay —

t—oo

AB
Cpm Qi - Uxo
8

CﬁBal *UX0

-+ cos 3

: (5_;_) " sin(Awr - 91)] }

(18)
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Fig. 3. Calculated interference gain versus the relative phase difference in a
mesochronous system.

Then, the interference gain is defined using the above func-
tion as follows:

8 ||lvxour) @ (vxan)/vxo) |
dvxo '

Interference_gain = 19

Under the condition (22 -CE4.a3) /(16)-((C1) /(wc))? =
1, conditions I) and IT) are modified as follows.
I) Wheninterference gain > 1, alarge amount of jitter may
occur due to interference.
IT) When interference gain < 1, the inherent phase noise is
not enhanced by interference.
The calculated interference gain is shown in Fig. 3, where the
following parameters are used:
Chl o1 =Cpt 01 =005
C}/we = 50,100, 150, 200, 400.

The following results are obtained.

+ The interference gain is a sinusoidal function of the relative

phase difference between the two PLL (Agy).

¢ The peak value of the interference gain is approximately

(CAB - GEA - a2)/(16) - ((C1)/(we)?.

¢ The range from g to @1, in which the calculated interfer-

ence gain is more than unity, does not exceed m [rad].

In mesochronous systems, the process of the enhancement
of jitter generation is somewhat complicated. The interference
gain depends on the relative phase difference A¢g. When Ad¢g
is set at a phase position where the system is under condition I},
the inherent jitter may be enhanced to some extent. That causes
the increase of the range of the relative phase difference. As the
interference gain becomes larger, the system is thought to be
unstable. Therefore, by increasing the range of the phase differ-
ence, a part of jitter may be enhanced more and it is possible
that the system enters the unstable state where ZA(Aw) = 0
and A(Aw) > 1. This enhancement process occurs when the
increase of the amount of jitter is large enough under condition
I). In fact, the calculation of the amount of jitter may require the
introduction of nonlinear model.

In this paper, we employ the constant and real values as the

coupling parameters Cy,” and C.; however, the magnitude

kN
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and phase of coupling between two adjacent circuits generally
depends on the frequency of the noise signal. In order to deal
with this issue, (10) should be rewritten using the complex
number description

C
o i exp j(wo + Aw)t.

Un_PD = Q1 4 (20)
we
The coupling parameter can be expressed as follows:
C;‘f (w) = I-C;mB (w)| -exp j04B (w). 21D

The voltage displacement of the adjacent VCO caused by the
interference noise is given as follows:

“uxo-C1
4&10
-exp j[(wo + Aw)t + 648 (wo)].  (22)

vX,B = |Cﬁ3(wo)| ‘g

As a result, the interference noise by the other PLL in this
case is obtained by the following replacements:

6, — 6, — BAB(U)Q) Ay — Ado + HBA(wo). (23)

These changes shift the relative phase value where the inter-
ference gain becomes the maximum in Fig. 3.

Actually, there exist multiple interference paths between ad-
jacent circuits, and the magnitudes and phases of coupling are
different. Therefore, the total coupling parameter is written as
follows:

CaPw) =Y CpB(w) expifiP(w). (24
k

Among the interference paths shown in (24), a large amount
of jitter may occur whenever the interference gain satisfies con-
dition I).

In this section, we introduced the ISF at the control node of
a VCO and described the interference model in which the side-
band noises from the carrier frequency interact with each other.
Therefore, the instability in mesochronous systems is essentially
atime-dependent phenomenon,; in other words, the phenomenon
is based on the LTV model.

We should note that this analysis is valid only when the ISF
of VCO and the properties of the other elements of PLL hold
the linearity. Moreover, since we employ the linear approxima-
tion in (8), the equations in the above analysis are correct, to
be exact, when the perturbation into the loop filter is compara-
tively small. Our analysis predicts that a Jarge amount of jitter
may occur under condition I), but it can not be directly applied
to the calculation of the amount of jitter. The amount of jitter
under condition I) may be determined by the nonlinear model
and equation that is beyond the scope of this paper.

C. Analysis of Interference Noise in Plesiochronous Systems

The previous method with regard to mesochronous systems
can also be applied to the analysis of plesiochronous systems.
Suppose the first PLL operates at wg and the second at wy with
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Fig. 4. Calculated peak value of interference gain versus the normalized fre-
quency difference in a plesiochronous system.

the same noise injected to the loop filter, the phase error of the
other PLL is given as follows:

.C2
NB = cAB . VX0 L1

fo(Aw — Awy) - sin((Aw — Awq)t - 01)  (25)
where Aw; = w; —wg and the ISF is expanded at wy . The func-

tion fy(w) is the closed-loop gain of the phase error. Based on
PLL dynamics, fs(w) is derived as follows (see Appendix II):

1 [ 1
folBw = Dun) m ——- \/1 + ((Aw — Awy) fwe)®’

where;—z < Aw— Awy < 2wa. (26)

By repeating the previous procedure, the output noise due to
the coupling of the PLL is calculated as follows:
UX(OUT)
AB

CAB . gy - .C2
(wo + Awy )t 4 22 2L TXOT

= CﬁcA - @1 COS
8&)0

. fd,(Aw - Awl) . sin((Aw - Awl)t. - 01) + Adyg| .

@n

Fig. 4 shows the maximum value of the interference gain as a
function of the frequency difference Aws . In the plesiochronous
system, the relative phase difference A¢g may have an arbitrary
value; therefore, the maximum value of the interference gain is
just important to know whether the inherent noise is enhanced
or not.

Note that the phase noise may increase due to interference in
the frequency range in which the maximum interference gain
exceeds unity. This analysis reveals the following results.

* With the decrease in the frequency difference between two
oscillatory systems, the possible phase noise caused by the
interference increases.

* The influence of the interference can be reduced by in-
creasing the loop bandwidth of the PLL.

AN
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Fig. 5. Block diagram of the coupling noise of the reference signal into the
loop filter in a PLL.

D. Analysis of Interference Noise in Synchronous Systems

In this section, we analyze the influence of the interference
within a clock domain comprising one closed-loop system. Two
types of interferences are discussed here: a direct disturbance of
the reference signal into the loop filter and a direct coupling of
the oscillator signal into the loop filter.

1) Analysis of Coupling of Reference Signal Into Loop Filter:
Fig. 5 shows a model in which the coupling noise of the refer-
ence signal is introduced into the loop filter in a closed loop. It
is possible that a large swing of the received reference signal
may directly influence the loop filter or the control node of the
internal oscillator via the substrate [14] or supply lines. In addi-
tion, the current variation in the receiver circuits may be one of
the factors responsible for the coupling noise to the loop filter.

We shall investigate the response function from the input
noise at the VCO to the output phase noise. First, we assume
the input phase noise as

dx = ¢xosin(Awt). (28)
The clock output can be expressed in the same manner as
mentioned in Section II-B

Vout < cos(wot + ¢xosin(Awt)) = cos{wot)
+%[cos(wo + Aw)t — cos(wp — Aw)t]. (29

In this paper, a multiplier is assumed to be a model of the
phase detector [15] and the input reference signal is assumed to
be an “ideal” signal, which implies that it has no external noise
element.

The output of the phase detector vout_pd is given by

Vout_pd = k%d'Sinrein + @‘Z?‘g'g
- [sin{fs, — Awt) — sin(fi, + Awt)]

= k%d sin 6, — kpd_fx_q cos Oin sin(Awt)  (30)

“where kpq is the gain of this phase detector and ;4 s the ad-

ditional external phase error to this closed-loop system. In the
lock state, the phase of the VCO output tracks the external phase
input; this implies that é;, becomes zero and the output of the
detector becomes

kg - .
Vout_pd = _Fpa - #x0 sin(Awt).

7 €2))
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where we assume coupling with the ideal reference signal. 8,4
is the delay in the coupling signal. The nonlinear term can be
calculated using (35). The result obtained is as follows:

Vout Ipf_NLR
= ay - Kpp - px0/ R? + (1/CAw)? cos(Awt + 9)
+ Cpg sin(wot + bin + 62)
_ o2 Kpp '2sz'¢X0\/R2—+(_l'm
- [sin((wo + Aw)t + Oin + 04 + )
+ sin({wo — Aw)t + bin + 04 — 'lﬁ)] “2)

By applying this equation to the ISF of the VCO, the phase error
of the VCO is represented as

¢vco_NLR :
:aZ'KPD'C;pa;'CI'(ﬁXO R2+(1/0Aw)2

. /cos(wot + 601) - [sin{(wo + Aw)t + Oin + 84 + )
+ sin((wp — Aw)t + iy + 84 — )] dt. (43)

In the lock state, since #;, = 0, the phase error caused by the
nonlinear term is simply written as

¢vco_NLR
ZQZ‘KPD'C;E'Cl'(ﬁXO R2+(1/0Aw)2
1 .
Xy sin{fg — 01) - sin(Awt + ¢). (44)

From (28), (37), and (44), when the nonlinearity effect of the
unity gain buffer is considered, the total phase error of the VCO
to the input signal at the control node in the loop filter is given
as follows:

¢vco_tot

= ¢vco + ¢bco_N LR
=(1-5) _K_m'—gb'?ﬂ‘ /RZ ¥ (1/CAw)?
: Z%; sin(Awt + 1)

where ﬂ = —09 Cpm . (Cl/CO) Sil’l(ad - 91)

In particular, when sin{(d; — 6;) < 0 and |8| = 1, the
open-loop gain in the low-frequency range can be controlled.
As aresult, in a PLL circuit, the nonlinear effect of the coupling
noise of the reference signal into the loop filter may increase the
sideband noise of the VCO. The sideband noise depends on the
magnitude and the phase shift of the coupling noise of the ref-
erence signal.

Fig. 8 illustrates the nonlinear effect of the coupling of the
reference signal by the linear equivalent model.! Note that in
this case, we assume that sin(6; — 0;) < 0.

As shown in (45), the nonlinear effect of the coupling could
include a variable 3. The response function of the output of the
phase error to the input signal at the VCO is expressed as

(45)

¢out _ 1
Pin 1+KPD-KLF(S)~(1—6)-L§£
INote that Fig. 8 is inaccurate because it is based on the linear and time-

invariant model. Fig. 8 can be interpreted as the quasi-linear model that takes
into account of the nonlinear effect.

(46)
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Fig. 8. Linear equivalent model of a PLL with the coupling noise of the refer-
ence signal into the loop filter.
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Fig. 9. Block diagram of the direct coupling of the clock output into the loop
filter in a PLL.

Iin_lpf

q)in(:o)

This result implies that the open-loop gain reduces by a factor
of 1— (3 as compared to that without the interference. Depending
on the magnitude of coupling of the reference signal, the loop
bandwidth of the PLL circuit may reduce considerably in com-
parison to the designed value.

2) Analysis of coupling from VCO to loop filter: Next, we
present another example of coupling in a closed-loop system.
Fig. 9 shows the model in which the output of the VCO is di-
rectly coupled into the loop filter. This situation may occur when
the operational noise of the clock buffer is directly added to the
control node of the VCO.

In this analysis, it is noteworthy that the influence of the phase
error can be depicted without nonlinear terms. In other words,
only the linear term of the coupling of the VCO output causes
an unstable condition in the closed-loop system. The instability
in the present closed-loop system under discussion may be more
common than that in the previous case.

The clock output operates at a frequency of wg and has a phase
error of Pout; therefore, the outputof the loop filter in this model
is a combination of the low-frequency element from the feed-
back loop and the high-frequency element from the coupling.
The high-frequency element of the loop filter is down converted
and it becomes the phase error of the VCO. We must consider
the low- and high-frequency coefficients of the Fourier transfer
in (1); we assume that C,; in Fig. 9 includes this effect.

In the linear equivalent model, the response of the output
phase error ¢,y for the input phase signal ¢, is expressed as

(¢out¢m = dout * [(1 + Kpp - KLF(S) . %) - Cpm . _K;P-]
(47)

where we assume that the reference signal is ideal. The response
function is derived as follows:

Lot — 4(s)- (1= Cpo - B(3) ™ 8
where A(s) and B(s) are given as follows:

Al9) =5 + Kpp - Kir(s) - £

B(s) = - 49

1+ Kpp - Kpp(s) - &
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Fig. 11. Layout pattern of the two adjacent PLLs based on a test chip.

of digital circuits or current-mode logic. It seems that coupling
reduction is the most effective method for controlling the phase
error caused by interference.

In this section, we analyze the coupling via the supply lines
and the substrate [9], [14], [20] by simulation and evaluate cou-
pling reduction techniques.

A. Simulation of Coupling on Supply Lines Macromodel

Fig. 11 illustrates an example of the layout of the two ad-
jacent PLL based on that of the test chip for the evaluation of
mesochronous and plesiochronous systems. The features of this
layout are as follows:

A) Analog transistor area includes circuits such as the VCO,
charge pump, and loop filter. The digital block in this
figure consists of the phase detector, flip-flop circuits, and
the clock buffer. '

B) Two closed-loop systems are contiguous with one side of
the analog area of one PLL and the substrate of the digital
circuits of the other PLL.

C) The distance between two PLL is around 450 um.

While carrying out the simulation of coupling via supply
lines, we assume two types of supply line configurations: one
involves two PLL sharing a single analog supply line and the
other involves two PLL using the different analog supply lines.

As shown in Fig. 12, the signal level at the VCO circuit of
PLL 2 is simulated when the charge is injected at the VCO cir-
cuit of PLL 1. According to the simulation results shown in
Fig. 13, the coupling magnitude rages from — 14 dB to — 2
dB in the shared supply model. On the other hand, in the model
involving different supply lines, the coupling magnitude is less
than — 100 dB up to 10 MHz; however, this magnitude increases
drastically in the high-frequency range and finally attains a value
of more than — 30 dB at 1 GHz. The coupling magnitude in the

>
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Fig. 13. Simulation results on supply lines macromodel.

high-frequency range is proportional to the parasitic capacitance
C.p, which is assumed as the inter-layer capacitance between
supply lines. Therefore, in the case of a chip with multiple VCO
circuits, the pattern of the supply lines as well as their separa-
tion must be considered carefully.

B. Resistive and Capacitive Network of Substrate Model

In order to estimate the coupling via substrate, we construct a
resistive and capacitive network based on the layout of the test
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Fig. 15. Cross section of SO/CMOS transistors and trench isolation.

chip mentioned previously and simulate the transmission of the
noise signal via substrate.

Fig. 14 explains the structure of the resistive and capacitive
network for the simulation of coupling via the substrate and
supply line. Note that we adopt the silicon-on-insulator (SOI)
structure in this simulation. The SOI-CMOS transistors have a
high body resistance and the high-speed analog design should
be carried out carefully [21]. However, one circuit can be easily
isolated from another by trench isolation and the utilization of a
high-resistive substrate [22]. Fig. 15 shows the cross section of
the SOI CMOS transistors [22], [23].

The parasitic networks of the substrate and the supply lines
are generated on the basis of the following rules.

A) The pattern of each layer is segmented into 5- to 40-um
square pieces.

B) The substrate, SOI layer, and each metal layer are con-
structed as equivalent resistive networks.

C) A group of via holes and gate contacts are represented
as equivalent circuits that comprise resistive and capaci-
tive elements. These elements connect a node of the upper
layer to the corresponding node of the lower layer. In the
absence of no via hole over 30-um square units, the ca-
pacitive elements between layers are modeled.

D) The box layer and trench isolation area are modeled only
as capacitive elements.2

The supply lines of the two PLLs are separated and each
supply line is connected to the package parasitics and external
supply line.

We have extracted the parasitic elements in the area bounded
by broken lines in Fig. 11. The equivalent network of this

2In fact, very large resistances are inserted in parallel with the capacitances
to maintain a dc path for convergence in simulation.
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Fig. 17. Comparison of simulation results with or without decoupling capaci-
tors at digital area.

model is composed of around 64500 passive elements, where
the number of capacitive and resistive elements is 12500 and
52000, respectively.

C. Results of Coupling Simulation on Parasitic Network of
Substrate

In order to verify the two types of isolation techniques,
we compare the output signal magnitudes with or without
isolations.

1) The decoupling capacitors between the digital supply and
the ground are placed around the digital circuits, as shown
in Fig. 16 [9]. Due to the decoupling capacitors based on
MOS capacitors, the SOl layer of the digital block is well
grounded and is expected to be immune to the operational
noise in the digital block.

II) The trench isolation is placed on the boundary of the two
PLL. The SOI layers of the two PLL are electrically dis-
connected from each other by the trench isolation.

Without any isolation, we found that the signal from the dig-
ital circuit transmits to the substrate of the analog area primarily
via the SOI layer and the substrate. At around 100 kHz, the mag-
nitude of transmission becomes more than — 6 dB. However, as
shown in Fig. 17, the transmission from the digital block to the
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analog area reduces significantly on the introduction of a decou-
pling capacitance. According to the simulation, the vale of the
attenuation reaches 30 to 40 dB .3 On the other hand, the low-fre-
quency transmission of the operational noise is suppressed dras-
tically by the trench isolation (Fig. 18). This effect seems to have
degraded in the high-frequency ranges; however, the attenuation
remains around 10 dB at several hundred megahertz.

IV. EXPERIMENTAL RESULTS

In order to demonstrate and analyze the phenomena caused by
the interference or coupling in-oscillatory systems, the following
experiments were carried out using test chips.

1) Measurement of the clock jitter while varying the rela-
tive phase difference and loop bandwidth of the PLL in a
mesochronous system.

2) Measurement of the clock jitter while varying the fre-
quency difference between two oscillators in a ple-
siochronous system.

3) Measurement of the dependency of the recovered clock
jitter in a synchronous system on the amplitude of the ref-
erence signal. '

A. Implementation of Test Chip

Fig. 19 shows a microphotograph of the test chip that was
used for analyzing the interference noise between oscillatory
systems. It consists of three clock recovery PLL and is fabri-
cated using a 0.13-um SOI-CMOS technology [24], {25]. The
loop bandwidth of the clock recovery PLL with a linear phase
detector is proportional to the transition density of the input data
[26]-[28]; therefore, we can easily evaluate the dependency of
the loop bandwidth of the PLL on the interference noise in oscil-
latory systems by changing the transition density of the received
data. In this test chip, PLL 1 and PLL 2 share the same analog
supply line, while PLL 3 has a different supply line. Moreover,
the isolation techniques in the previous chapter are implemented
between PLL 2 and PLL 3. These clock recovery PLL on the test
chip can operate independent of each other. Thus, we can realize

31n the high-frequency range (greater than 1 GHz), the above mentioned trans-
mission exhibits complex properties. One of the reasons may be the inaccurate
package model; however, this will not be discussed.

%
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Fig. 19. Microphotograph of the test chip containing three clock recovery PLL.
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a mesochronous or plesiochronous system by varying the rela-
tive phase difference or frequency difference of incoming data
among these oscillatory systems. In addition, we can verify the
effect of the isolation technique by comparing the clock jitter
generated when PLL 1 and PLL 2 operate with that generated
when PLL 2 and PLL 3 operate.

B. Measurement of Recovered Clock Jitter in Mesochronous
Systems

We measured the jitter performance of the recovered clock of
the PLL in mesochronous systems. Fig. 20 shows the measure-
ment results; the X axis represents the relative phase difference
between two adjacent PLL (PLL 1 and PLL 2) and the Y axis
shows the peak-to-peak jitter of the recovery clock. We mea-
sured the loop bandwidth of the PLL by changing the transition
density of the data. For example, if we define the loop bandwidth
of the pseudorandom pattern or the “HHLL” pattern as unity, we
can reduce the bandwidth to half by using the following input
pattern: “HHHHLLLL.” Fig. 20 also shows the measurement
results for several input patterns. In these cases, when the loop
bandwidth is less than two-third the unity bandwidth, the jitter

caused by interference appears. As the loop bandwidth reduces,

the interference causes an increase in the range of the relative
phase difference in which the jitter occurs. The maximum range
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is approximately 7 [rad]. These results are consistent with a pre-
vious analysis conducted for mesochronous systems. However,
the peak values of the measured jitters do not match those of the
interference gain in Fig. 3, where the peak values are propor-
tional to the square of the loop bandwidth. We believe that the
phase error is strongly enhanced by positive feedback and that
higher-order effects are dominant for jitter generation.

Fig. 21 shows the measured spectrums of the recovered clocks
under two conditions: when the interference jitter appears and
when it does not. It appears that the sideband noise whose fre-
quency element is less than around 6 MHz increases when the
interference jitter occurs.

We observe that when the two adjacent PLL have different
supply lines and the substrates are well isolated, no jitter gen-
eration of the recovery clock is measured independent of the
relative phase difference and the transition density of the data.
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C. Measurement of Clock Jitter in Plesiochronous Systems

Next, we measured the recovered clock jitter in ple-
siochronous systems by changing the operation frequency of a
PLL circuit (PLL 1) while maintaining a constant oscillation
frequency of the adjacent PLL (PLL 2).

Fig. 22 shows the peak-to-peak jitters of the recovered clock
at several center frequencies for three samples; X axis denotes
the frequency difference normalized by the loop bandwidth. As
the frequency difference between the two PLL reduces, the re-
covered clock jitter increases [29], [30]. The calculated max-
imum values of the interference gain shown in Fig. 4 are indi-
cated on the solid line in Fig. 22. While we appropriately set the
Y axis of the interference gain so as to match the measurement
values, it appears that the jitter occurrence caused by the inter-
ference is strongly related to the maximum of the interference
gain.

D. Occurrence and Control of Jitter caused by Coupling in
Synchronous Systems

In order to evaluate the effect of the coupling in synchronous

systems, we measured the recovered data eye patterns latched by

the recovered clock in a clock recovery PLL with several ampli-
tudes of the incoming data. The incoming data corresponds to
the reference signal in a clock recovery PLL; therefore, if the
coupling at the input port to the loop filter is dominant over the
coupling from the reference to the loop filter, for example, via
the substrate [14], the increase in the amplitude of the incoming
data is equal to the increase in the coupling from the reference
to the loop filter.

Fig. 23 shows the recovered data eyes for several amplitudes
of the incoming data at the upper limit of the operation range.
As shown in this figure, the jitter caused by the coupling can
increase drastically when the magnitude of the incoming data
amplitude exceeds a certain voltage level. In addition, according
to the analysis in Section II-D, the jitter generation caused by
coupling is related to the nonlinearity of the circuits connected
to the loop filter. We compared the jitter at the middle of the
frequency range with that at the upper limit of the range in
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linearity of the unity gain buffer that controls the VCO would
degrade at the upper limit of the operation range and the clock
buffer would be sensitive to external noise. From the previous
analysis, it is inferred that this type of jitter generation arises
from a limitation in the bandwidth of the PLL due to coupling;
therefore, we observed the relationship between the jitter gener-
ation and the loop bandwidth of the PLL. In the measurement of
mesochronous systems, we changed the transition density of the
incoming data in order to change the foop bandwidth of the PLL;
however, in this-case, the coupling parameter from the reference
is also a function of the transition density of the incoming data.
Then, we-changed the loop bandwidth by changing the values of
@ the passive element of the loop filter. Fig. 24 illustrates the mea-

sured eye diagrams in which the loop bandwidths are greater
than the designed value by factors of 1.0, 1.5, 2.0, and 3.5. It
is observed that the jitter generation caused by the-coupling can
be controlled by increasing the bandwidth of the PLL. These re-
sults are consistent with those of the previous analysis.

V. CONCLUSION

This paper provides new insight into the interference and cou-
pling phenomena in synchronous systems. From this analysis,
we first revealed that a small perturbation to an oscillator can be
enhanced by positive feedback through coupling with another
oscillatory system. This implies that the inherent phase error
caused by thermal noise can lead to a large amount of jitter due
to interference without any external noise. The analysis also re-
veals the relationship between the frequency difference in a ple-
siochronous system and the occurrence of ‘the large amount of
jitter. In addition, we showed that the coupling noise within a
closed-loop system with one oscillator can lead to the limita-
tions in the bandwidth of the PLL and the peak gain of the re-
sponse of the phase error of the clock, which may lead to the
large amount of jitter.

We evaluated these phenomena by conducting measurements
on test-chips. We confirmed that the occurrences of jitter caused
by interference in mesochronous and plesiochronous systems
were-consistent with the prediction of the analysis. We also-eval-
uated the jitter generation-caused by coupling from the reference
to the loop filter. We observed that this jitter generation could
be controlled by increasing the bandwidth of the PLL.

APPENDIX 1

From (4) and (13), the numerator of (18) is written as follows: -

/ “ux(ouTy{T) - {vxany(T)/vxo) dr

t
BA
Zf Cpm ]

)
Fig. 23. Recovered data eye patterns at the upper limit of the operation range X €os {wOT + 8
with several amplitudes of the incoming data [(a), (b), (c)] and at the middie -
range with the same amplitude of the incoming data for comparison (d). (a) . eos{,(wo + Aw)q- +~91] dr. (Al)
125-mVpp differential. (b) 400-mVpp differential. (c) 1.0-Vpp differential. (d)
1.0-Vpp differential (middle of VCO range).

CAB 2
Zpz 219X0 (ﬁ) sin{Awt — 1) + Ady
w

c

Now, we use the following trigonometric identities:

Fig. 23. Despite having the same incoming data amplitude, the cos(X +Y) +cos(X - Y)
latter is apparently larger than the former. This is because the cos X -cosY = > . (A2)

EN
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@
Fig. 24. Dependency of loop bandwidths of PLLs on the peak-to-peak jitter
of recovered data eye patterns. (a) 1.0 times the designed value. (b) 1.5 times
the designed value. (c) 2.0 times the designed value. (d) 3.5 times the designed
value.

By setting X = (wo + Aw)r + 61 and ¥ = wpr +
(Cpa*Ba1vx0/8)(C1 [we)? sin(Awr — 61) + Ado, we can
derive the numerator of (18).

>
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From the following identity:
' 1 27
cos? Z = —+—C2OS— (A3)
the denominator of (18) is calculated as follows:

/ (vX(IN)(T)/vXo)2 dr = %

t
xf {1+ cos(2{wo + Aw)r + 20,)]dr N%t (A4)
when ¢ >> (27/2(wo + Aw)). '

APPENDIX II

We can also use (4) to (11) for a plesiochronous system. Next,
since the other PLL operates at a slightly different frequency wq,
the impulse sensitivity function can be expanded as

CB

Tp= TO+2k:C,?cos(kw1t+0,?). (B1)

We assume that the coefficients of the Fourier series of ISF
for one VCO are identical to those for the other VCO. The phase
error of the other VCO can be obtained in a manner similar to
that in (5) as follows:

N 1 - 2
vxg - C
¢(t)£pen = / ,U)'? Ipdr = C;},:Bal‘—}‘(g—w_i
c

sin({Aw — Awq)t1). (B2)

1
. Aw — Aw1
When w > (wn/2(), the closed-loop transfer function from
an additive noise on the VCO control voltage to the phase error
is shown as [14]

_ SK() ~ KO
Hy(s) = 82 + 2(wps + w2 T s+ 2wn
Ky
T s+we (B3)

From (B2), (B3), and the open-loop transfer function of
VCO:(Kq/s), we can derive the phase error of the closed loop
in a plesiochronous system as follows:

$0)ane = 90 = | |- (0

ls|] [ .1 B »
;‘C‘" W'¢(t)open' B4)

By substituting Aw — Awy into s in (B4), we can obtain (25).
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