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A Concept of Analog Dlgltal Merged Circuit Arch|tec-

ture for Future VLSI’'s

Atsushi IWATAT and Makoto NAGATATY, Members

SUMMARY This paper describes the new analog-digital
merged circuit architecture which utilizes the pulse modulation
signals. By reconsidering the information representing and
processing principles, and the circuit operations governed by the
physical law, the new circuit architecture is proposed to over-
come the limitations of existent VLS technologies. The
proposed architecture utilizes the pulse width modulation
(PWM) signal which has analog information in the time
domain, and be constructed with the novel PWM circuits which
carry out the multi-input arithmetic operations, the signal con-
versions and the data storage. It has a potential to exploit the
high speed switching capability of deep sub-um devices, and to
reduce the number of devices and the power dissipation to
one-tenth of those of the binary digital circuits. Therefore it will
effectively implement the intelligent processing systems utilizing
0.5-0.2pm scaled CMOS devices.

key words: pulse width modulation (PWM), switched current
integrator, PWM adder, PWM signal converter

1. Introduction

Rapid progress in the silicon LSI technologies has
made it possible to implement multi-function and high
performance electronic circuits on a single chip. The
largest scale integration has been demonstrated by the
experimental 1 Gb DRAM using 0.25 um MOS devices
[1]. The clock frequency of micro-processors has
reached to 500 MHz on the 32 b RISC architecture [2].
The highest accuracy of analog circuits was obtained
by the 20 bit A-to-D converter with a 120 dB dynamic
range [3]. Wide band analog circuit performances
were demonstrated by the development of 19 GHz
bandwidth SiGe bipolar amplifiers for 20 Gb/s optical
receiver [4]. Future systems for multi-media, human
friendly man-machine interfaces, and intelligent
processings demand integration of a huge amount of
digital circuits and flexible analog circuits on a same
chip.

Many efforts have been made to reduce device
sizes and power dissipation, nevertheless the conven-
tional digital VLSI technologies reach to wvarious
physical and practical limitations. Especially, power
dissipation has been recognized as the most severe
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problem. A high power exhausting digital LSI which
requires an expensive package or a cooling system
might lose its application field, even if it has a superior
processing capability. For battery operated portable
systems that can provide a high processing capability
at anywhere and anytime, power dissipation has to be
ultimately reduced. This is a reason why low power
design techniques in architecture, logic, circuits and
devices become key points for enhancing the value of
future LSI's. Increase of development cost and produc-
tion cost of deep sub-zm technology will also make it
difficult to keep rapid progress. We have to develop a
new technology which overcomes the limitations and
brings again the rapid progress. One promising solu-
tion would be a new approach utilizing parallel
processing of analog signals. The purpose of this
paper is to propose an innovative analog-digital mer-
ged circuits architecture using pulse modulation sig-
nals.

2. Progress in Si Devices and Analog Circuits
2.1 Scaled MOS Devices and Circuit Architecture

Up to the present, bipolar devices have been applied to
high-speed IC’s and high-accuracy analog IC’s. Its
cutoff frequency (fr), however, almost reaches to the
physical limitations. CMOS devices have been applied
to low power digital LSI's, and those application fields
have been immediately expanded to high speed logic
LSTI’s and analog-digital (A-D) mixed LSI’s. Bipolar
ITL and BiCMOS devices have been also applied to
A-D mixed LSI’s which require high analog perfor-
mance. From the research and development stand-
point, the value of these complex devices will gradually
decline toward the deep sub-zm era, because the supe-
riority of bipolar devices will deteriorate in digital
applications, high drivability of BICMOS gates also
becomes not so attractive. Therefore CMOS devices
will enhance its superiority in the 21st century.

The gate delay of the scaled CMOS devices has
been improved as shown in Fig. 1. The MOS devices
were scaled down to 0.8 um preserving the supply
voltage. The supply voltage of 0.5 ym MOS circuits
was scaled to 3.3 V due to prevent the hot electron
degradation. An effect of the scaling is the drastic
reduction of the gate delay. Beyond 0.5 gm, although
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Fig. 1 Gate delay of scaled CMOS devices.

non-load gate delay will be reduced, the wire delay
will limit the critical path speed on LSI chip. The
reduction of dissipation power is not enough to cope
with the rapid increase of integration scales and clock
frequencies. Accordingly, processor architectures for
localized interconnections and design techniques for
low power circuits are essential to utilize the deep sub-
m devices. On the line of these technology trends, the
device scaling will continue to below 0.1 gm with
some refinements in device structures and circuit
configurations.

The analog performance of the scaled MOS
devices was studied based on the first order analysis
[5]. The quasi-constant voltage (QCYV) scaling brings
the best overall performance among the well known
three scaling laws: the constant field (CE), constant
voltage (CV), and QCV scaling laws. Key parameters
of a basic amplifier, low frequency gain (Av), unity
gain frequency (f;), and signal-to-noise ratio (S/N)
were estimated considering the higher order effects, as
shown in Fig. 2 [6]. Av is almost constant or slightly
decrease with scaling, while it rapidly decreases for the
CV scaling law. The f; increases following the first-
order theory (k') for small scaling factor (&), but the
increase becomes slowly with large & (>2). This is
caused by the mobility degradation. The S/N ratio
decreases with scaling depending on k! for small &
(<2), and k7°* for large k (>5). For analog circuits
using QCV scaled 0.25 gm MOS devices, the S/N
ratio is estimated to be 74 dB which corresponds to a
12 bits resolution. Therefore improvements in the
accuracy of analog circuits are not expected as long as
the conventional circuit scheme would be employed.

As devices were scaled down, the analog-digital
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mixed circuit architecture was drastically changed.
Reductions 1n the chip size and power dissipation are
compared between the analog signal processing (ASP)
and digital signal processing (DSP). The estimated
values for the voice PCM codec LSI and the ISDN
equalizer LSI are shown in Figs. 3(a)}, (b}, respective-
ly. In the 5 gm era, ASP had advantages of small chip
area and low power. In the 2 gm era, however, these
advantages were disappeared in voice band applica-
tions, because power reduction and integration density
of the digital circuits exceeded those of the analog
circuits. Up to the 0.5 zm era, the analog circuits have
been replaced by the digital circuits.

The guideline of analog-digital mixed LSI design
in each feature size is shown in Fig. 4. The technology
trend from analog to digital will continue to the 0.5
pm era. Beyond 0.5 gm, the design concept of large
scale A-D mixed LSI's would be changed due to the

limitations of analog accuracy and logic power dissipa--

tion.
2.2 Integrated Analog Circuit Techniques

To discuss the new design concept, let us review the
key technologies of the analog integrated circuits
during the past 20 years.
(1) Amplifiers
OP amplifiers are the most popular analog IC’s. In
1960’s many bipolar amplifier circuit techniques were
developed [7]. The basic concept of integrated
amplifiers is the differential amplifier scheme. This
circuit fully utilizes the properties that integrated ele-
ments have high matching accuracy (0.2-1%) in spite
of large absolute value deviations (10-20%). Therefore
circuits and pattern layouts must be designed to keep
its symmetry. To enhance bandwidth and gain, the
differential cascode amplifier was developed. For a
wide input voltage range, the common mode feedback
technique was also proposed. MOS amplifiers were
also designed based on the same concept [8]. The
chopper-stabilization technique was employed in order
to reduce 1/f noise of MOS devices. Fully differential
configurations are widely employed for the A-D mixed
LSI's, because they have high tolerance to the substrate
coupling noises and power supply noise.

A 900 MHz CMOS RF amplifiers were developed
for wireless application. One chip transceiver has been

»
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studied for the future target of wireless applications
[9].

(2) A-D Converters

A-D conversion is an essential function for A-D mixed
LSI's. In the first stage. the bipolar Successive Approx-
imation A-to-D converters were developed using a
binary weighted current source array or an R-2R
weighting network. The capacitor array A-to-D con-
verter based on the charge redistribution principle was
developed [10]. It consists of highly accurate
capacitors and analog switches which are easily im-
plemented with standard MOS technologies. The
well-designed binary capacitor array realizes a 13 bit
accuracy and a 75 dB dynamic range without any
trimming.

Over-sampling delta-sigma A-to-D converters
which consist of high speed one-bit quantizer and
noise shaping filters have been developed with bellow
2 pm MOS technologies. These converters are very
suitable to the scaled MOS devices because they utilize
the high frequency sampled low bit signals in stead of
highly accurate analog signals. In order to realize
higher order noise shaping without oscillation prob-
lem, the multi-stage noise shaping (MASH) architec-
ture, which consists of a multiple cascade connection
of the first-order noise shaping loops, was developed as
shown in Fig. 5(a) [11]. The MASH A-to-D converter
with over 90 dB S/N ratio for the standard audio-
band was obtained by the 2 pgm CMOS devices.
Extending MASH configuration, the 3rd order delta
sigma using the cascade connection of 2nd order first
stage and first order second stage was developed. This
is called the 2-1 architecture, and improves the sensitiv-
ities for analog components. For low voltage applica-
tions, the voltage swing suppression over-sampling
scheme as shown in Fig. 5(b) was proposed [12].
Since the output of the delta-sigma A-to-D converter is
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a pulse density modulation (PDM) signal, it is ordi-
nary converted to the Nyquist rate PCM signal by the
decimation filter. However, it seems to be useful to
process the PDM signal as it is. The other architectures
of A-D converters, the parallel, the pipe-line cascade,
and the sub-ranging have been studied to realize a high
conversion speed with lower power dissipation and
smaller chip area.

(3) Analog Filters

In 1987, an integrated analog filter technique was
revolved by the MOS switched capacitor filter (SCF)
[13]. TIts main features are that an equivalent high
resistance can be realized with a periodically operated
analog switches and a capacitor. An equivalent RC
time constant is precisely determined by high accuracy
of a capacitor ratio. The CMOS voice Coder/Decoder
with low-pass and band-pass SCF’s was developed
[14]. These SCF’s realized a sharp cut off and an over
80 dB dynamic range without any trimming. Since the
SCF is a kind of discrete time sampled filter and its
aliasing noise reduces S§/N ratio, pre- and post-
continuous-time filters are required. Recently,
continuous-time integrated RC active filters are inten-
sively studied [15]. To realize the equivalent R, three
types of integrators, gm-C, gm-OTA-C, and MOSFET-
C were proposed. Frequency tuning circuits in which
an equivalent resistance value is controlled by bias
voltages of feedback loop circuit, is inevitable. This
feedback circuit is a key technology for the new circuit
architecture. Since these amplifier-based filter circuits
consume large power, a circuit scheme without any
amplifier will be required in the future. The current
mode circuit scheme using dependent current sources
or switched current sources is expected to satisfy this
requirement.

(4) Phase Locked Loop

Phase Locked Loop (PLL)} was originally developed
for a frequency synthesizer which was applicable to a
local oscillator of wireless transceivers. Newly
extended applications are the clock recovery for syn-
chronous data transmissions and the clock generation
for high speed microprocessors [16]. Recently delay
locked loop (DLL) has been studied intensively. It
generates multi-phase clocks with less than I ns timing
resolution by using a ring oscillator with variable
delay cells as shown in Fig. 6. It realizes a lower jitter
and higher noise immunity than the conventional VCO
type PLL. The CMOS clock generator with a 140 ps
peak-to peak jitter was realized [17]. Due to the
progress of DLL technologies, a new circuit techniques
which process highly accurate information in the time
domain will become available.

{5) Noise Cancellation Techniques

The offset cancel circuit can be easily realized with a
switched capacitor circuits.  This circuit is also
effective in suppressing the 1/f noise components
which have sufficiently lower frequency than the clock
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Fig. 6 Delay locked loop.

frequency. Another large noise component is the
crosstalk noise from digital circuits to analog circuits.
The major noise coupling paths are power supply line,
ground line and a LSI substrate. Power supply and
ground lines are properly separated just inside a bond-
ing pad or including bonding pads. The substrate
coupling noise is the most serious problem. The noise
canceling technique has been already studied. It con-
sists of the noise detection and the active noise cancel-
lation circuit [18].

3. Information Processing Principles and Circuit
Architectures

3.1 Representations of Information

The current integrated electronics have been built
based on the binary digital architecture in which infor-
mation is represented by discrete-time binary data and
processed by the Boolean algebra. This data form is
suitable to represent symbol data and numerical data.
A binary bit stream in the time domain is regarded as
the pulse code modulation (PCM) signal which is
widely applied to the digital signal processings and the
digital communications. Recently the image process-
ing and pattern processing become very important for
the intelligent systems which perform the feature
extraction and recognition. Since we can not under-
stand the meaning of these data, it is essentially unsuit-
able and redundant to process these data as the binary
data by the stored binary program. More efficient
representation should be studied for future systems.
An another representation is analog which has values
of both continuous-time and continuous-amplitude.
This is an essential representation for auditory and
vision systems and real world environments.

Between the analog and digital representations,
different data forms exist. One is the multi-valued
digital data which represents multi-bits by multi-level
voltage or current. The others are the modulation
signals. As for a carrier wave form, a sinusoidal wave
and a square pulse wave are available. The several
kinds of pulse modulation signals were studied from
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the view point of neural network implementation [19].
This paper will discuss the pulse width modulation
(PWM), pulse phase modulation (PPM), and pulse
density modulation (PDM) as shown in Fig. 7,
comparing with the PCM signal.

In the conventional electronics, information is
represented by the physical quantities: voltage, cur-
rent, or charge. For example, binary digital bit “1”
and “0” are represented by the voltage levels of high
and low, respectively. These electrical quantities are
determined by the supply voltage or the element values,
based on the well-known Ohm's law (v=iR) or the

basic physical principle (v=q/C: fdt/C).

In the binary digital systems, a dynamic range and
an S/N ratioc can be enhanced by increasing the
bit-length without any influence of element mismatches
and various noises. An error rate of digital processing
is negligibly small because the signal energy (gV') is
sufficiently larger than the thermal noise energy (k7).
Where g is the electron charge, V is the signal voltage
swing, k is Boltzmann constant and T is the absolute
temperature. As for the conventional analog represen-
tation, the dynamic range is practically limited by the
thermal noise and the 1/f noise, the harmonic distor-
tions and the cross talk noise.

3.2 Data Processing

The basic functions of information processing are the
storage, the arithmetic and the communication. A
long-term storage is essential for the stored program
computers. Widely used binary memories, DRAM and
SRAM have many features of a large capacity, long
retention time, and high reliability. To store one
datum, however, these memories require many MOS
devices at least a number of bit. On the other hand, an
analog memory can be realized with a single storage
element such as a capacitor. But practically the accu-
racy and reliability of the analog memory have been
still not enough because of leakage of the stored
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charge.

As for the arithmetic operation, multiplication
and addition are most widely used. Many efforts have
been made to implement a high speed and low power
multiplier. The analog arithmetic operations are real-
ized with a simple circuit based on the physical laws,
Multiplication is carried out with a single resistor
based on the Ohm’s law. Current summation and
charge summation are carried out based on the
Kirchhoff’s law and the charge conservation principle,
respectively. Therefore these analog arithmetic circuits
have a potential to process data with considerably low
power consumption.

Data communication has been a bottleneck in the
conventional electronic system. In MPU chips, high
frequency clocks and control signals are distributed to
whole chip area for synchronous operations. Further-
more, a future MPU chip with several processors will
require a wide bandwidth crossbar switches which
connect between memories and CPU’s. A highly
parallel processor system will require ultra-wideband
channels which connect inter processors. The data
transfer power efficiency should be drastically im-
proved by utilizing the coding and modulation tech-
nique and the asynchronous system architecture.

3.3 New Circuit Architectures and Devices

Recently, new circuit techniques have been studied to
introduce to the conventional binary logic circuits.
For example, pass transistor logic family such as
Complementary Pass Transistor Logic (CPL) has been
proposed to save transistor count and power dissipa-
tion [20]. In order to improve data transmission power
efficiency, the new bus interface circuit using charge
recycle was proposed [21]. The power dissipation of
CMOS logic LSI is dominated by the two types of
energy losses. One caused when the load capacitance is
charged, and the other caused when discharging hap-
pens. Both are 0.5CV? where C is the load capacitan-
ce, and V is the voltage swing. If the capacitor is
charged by a slowly ramped power supply, the energy
loss can be reduced to fe¢/T, where fc is the time
constant of the output resistance and the node
capacitance, and T is a period of the ramp waveform.
This is called Adiabatic Charging [22]. If the charge
returns to the power supply, the energy loss at discharg-
ing does not occur. This is called Energy Recycle
Power Supply. Although operating speed is limited by
the frequency of the ramped pulse power supply, the
power dissipation will be reduced to 1/10~1/100 of
the conventional CMOS logic. '

For future integrated systems with intelligence, a
functional device with programmability is strongly
required. It works also as a memory by itself. The four
terminal neu-MOS device which operates based on
charge redistribution principle on floating gate
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capacitors were proposed [23]. The main feature of
this device is that a threshold voltage can be controlled
by the fourth terminal and be memorized with the
floating gate charge. By using this device, the synaptic
circuit which calculates the weighted sums of the
multi-inputs and memorizes the weighting coefficients,
was implemented. The neu-MOS has also been applied
to the winner take all circuit and the CAM which are
useful for the intelligent systems. This device has been
studied to build digital, analog and multi-value mer-
ged integrated electronics [24].

Neuromorphic processing which has a potential to
overcome the bottleneck of the von Neumann architec-
ture, is one of the promising architectures. Its funda-
mental differences from the conventional architectures
are the elementary functions, the representation of
information and the organizing principle, These real-
ize massively parallel and flexible processing with
human-like intelligence. The neural processing is
carried out by the connection of a huge number of
neurons, in which information is basically represented
in the distributed form. - This representation seems to
be not efficient but very flexible and robust. Flexible
and intelligent functions are organized by the learning
mechanisms. Many types of neural network LSI's were
developed, which employed the analog, digital, or A-D
mixed representations. The digital approach employed
the virtual neuron architecture in which arithmetic
units and connections are used in time sharing opera-
tions. In the analog approaches the neural nets are
implemented by real neurons which correspond to its
topology and work on real time. On-chip back-
propagation learning function was also realized with
fully analog approach [25]. The silicon retina VLSI’s
have been developed utilizing the neuromorphic archi-
tecture and the MOS analog circuits operated at a weak
inversion region [26]. The simple functions of the
early vision are realized with a parallel scheme and
low power dissipation. The pulse stream neural chips
using pulse modulation signals were developed by
using A-D mixed circuits [19].

4. Analog-Digital Merged Circuit Architecture
Using Pulse Width Modulation Signals

4.1 Circuit Architecture Using Pulse Modulation
Signals

In order to contrive an analog-digital merged circuit, it
is necessary to develop a new representation for infor-
mation and circuit implementation for its arithmetics,
which realize a high accuracy and a wide dynamic
range by the deep sub-gm devices. Since the switching
speed of these devices is expected to be improved to
sub-100 ps, the time domain information processing
become effective. The pulse modulation signals using
a square pulse wave as a carrier, are available to
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implement with the conventional CMOS devices,
where information is represented by pulse raising and
falling edges instead of its voltage level. Features of
the various pulse modulation signals are summarized
in Table 1. The data transmission bit rate and power
efficiency of the signals are estimated assuming that
interconnecting wire is 1 g#m in width and is 20 mm in
length. Figure 8 shows a result of the estimation.
Although the PCM is known as the most efficient
representation, the power efficiency is relatively low,
because of its high transition probability between “1”
and “0.” Since the PPM handles multi-bit data with a
single pulse, the higher power efficiency is attained.
The data transmission system using the PPM has been
proposed [27]. The bit rate of 160 Mb/s was attained

Table 1 Features of pulse modulation signals.
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using a 20 MHz clock which can be handled with a 1
u#m CMOS technology. But it requires the synchroni-
zation circuit for extracting the reference clock phase.
On the other hand, the PWM signal can transfer
multi-bit data in the asynchronous mode. Therefore it
can simplify the data receiver circuits comparing with
those of the PPM. Recently, the data bus architecture
using the asynchronously compressed PWM representa-
tion was proposed. The bit rate of 12 times higher than
the conventional 100 MHz bus was demonstrated [28].

Although a PWM signal amplitude is binary
digital value, its pulse width represents analog infor-
mation. Since the PWM signal has both properties of
analog and digital signals, it is useful to combine
digital and analog signals. To merge each signal in a
fine grain size, new circuit techniques for PWM arith-
metic operations and mutual signal conversions are
required. If the amplifier-based circuit is employed, it
consumes much power because of the bias currents of
amplifiers. The number of amplifiers has to be reduced
as small as possible, to save power dissipation. The
proposed scheme allows us to merge the PWM signal
with the binary digital and analog signals in the right
position.

The PWM representation takes a long time period
of T=2"X4t. Where n is data length in the binary
representation, and ¢ is the timing resolution.
Assuming that n==8 and At=1 ns, one arithmetic
operation requires the period of 7'=256 ns. To reduce
the period, the multi-line PWM 1is proposed. The
original binary data are divided into two data, the
higher bits (H) and the lower bits (L), and each data
is represent by the PWM. Assuming that A =4 bits and
L =4 bits, the period decrease to 16 ns. By using the
dual-line representation, the period and the processing
time is reduced to 2™°” of the original representation.

4.2 Arithmetic Circuit for PWM Signals

The most important arithmetic operations are the
multi-input adding operation and the multiplication
and accumulation (MAC) operation. The PWM
arithmetic operations can be implemented by a simple
logic gate as shown in Fig. 9 [19]. The addition is
carried out by an OR gate, under the condition that
each input PWM signal has no overlapping in time
domain. The subtraction is performed by a XOR gate,
under the condition that one of the input PWM signals
is included in the other one. The multiplication
{(PWM XPWM) can be implemented with only one
AND gate. Although an output signal becomes a
pulse stream, it can be converted to a single PWM
pulse by the integration circuits and the analog-to-
PWM converter which will be described later. These
circuits, however, are not suitable to realize parallel
operations for a large number of PWM inputs, because
the timing overlap of each input is difficult to be
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Fig. 10 PWM adder circuit using switched current sources.

removed.

In order to realize parallel operations, an adder
governed by the Kirchhof’s law is useful. Connecting
4 large number of PWM signals to the multi-input RC
integrator, all PWM signals are summed up in parallel.
Since this circuit utilizes an operational amplifier, it
consumes large power. Our circuit solution without
using the amplifier is the switched current integrator
(SCI) which consists of switched current sources
(8CS’s) and an capacitor as shown in Fig. 10. When
the input PWM signal is law, the constant current
flows to the capacitor. By connecting a number of
SCS’s to a single capacitor, multi-input addition can
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be carried out in parallel. If we use binary weighted
SCS’s, the multiplication of a PWM signal by a binary
digital data can be realized as shown in Fig. 11. Thus
these PWM arithmetic circuits work in a highly paral-
lel schemes.

If the output voliage of the SCI increases, the
arithmetic accuracy is limited to around 0.3% by the
finite output impedance of the SCS. The output
impedance can be improved by the use of a current
buffer or a feed back control circuit. Furthermore, if
the integrating charge is successively converted to
digital data, the voltage of the integrator does not
increase and therefore an accurate analog processing is
realized with a relatively low supply voltage for the
deep sub-gm scaled devices. This circuit will be
designed by the same principle as the APWC described
in Table 2.

4.3 Conversion Circuits for PWM Signals

In order to merge the PWM circuit with the existing

PWM in
b1 b2 b3

"

[ 1

Vi o T T
E

. 2 O Vout
| Bus L

Fig. 11 PWM multiplier using binary weighted switched cur-
rent sources.

Table 2 Murtual signal converters.

Analog PCM PWM
APWG:Analog-to-Width
ADC: (ATC: Analog-to-Time)
A-to-I
Analog convertar Stop Start v PWM

DPWC:Digital-to-Width
DAC: {DTC: Digital-to-Time)
PCM O-to-A converter

CLK PCM

Load

o

PWAC:Width-to-Analog | PWDC:Width-to-Digital
(TAC: Time-to-Analog) | (TDC: Time-to-Digital)

PWM PWM

PWM Enbbid

IEICE TRANS. FUNDAMENTALS, VOL. E79-A, NO.2 FEBRUARY 1996

analog and digital circuits in a fine grain size, the
mutual signal conversion functions should be realized
with simple and small circuits. Table 2 shows block
diagrams of mutual converters. The Analog-to-PWM
conversion {APWC) is carried out by measuring the
integration time, using a reference current source, an
integrator, and a voltage comparator. This operation
principle 1s as same as the integration A-to-D con-
verter. The PWM-to-Analog convertor (PWAC) is
implemented by an SCI as shown in Fig. 10. The
Digital-to-PWM converter (DPWC) is implemented
by a programmable down counter. Input digital data
is loaded to the counter and the count down time is
correspond to the output PWM signal. The PWM-to-
Digital converter (PWDC) also realized with a binary
counter operating with the clock gated by an input
PWM signal. Although these DPWC and PWDC are
simple, they require a high frequency clock and there-
fore consume much power.

If a high frequency global clock is utilized to the
conversion circuits, it consumes much power because
large stray capacitors are charged and discharged. The
low power design guideline is to use local clock for
each converter. The timing deviation of each local
clock is allowable because the PWM arithmetic circuit
using SCI integrator is insensitive to the pulse timing.
These local clocks can be generated by using the delay
locked loop (DLL), and its'accuracy is controlled by
the period of low frequency flame clock signal.

4.4 PWM Memories

For the simple PWM arithmetic circuit using a simple
gate, the PWM delay circuit is necessary as shown in
Fig. 9. The PWM delay circuit can be implemented
with a combination of the PWAC, analog memory and
APWC. Figure 12 shows one example of the PWM
memory. If a delay time becomes long, the leakage
current of switching devices degrade the accuracy of
the output pulse width. For long-term memory, we
have to use digital memories, such as shift registers or
RAM'’s. Figure 13 shows conceptual block diagrams
of the two long-term PWM memories. The PWM data
are stored in the registers or RAM cells as a bit stream
of continuous bit “1”s which is proportional to the
pulse width. The timing accuracy of the memory is
determined by the local clock resolution and its accu-
racy. In the shift register type, since data are shifted at
high frequency, clocking power dissipation is domi-
nant and large. On the other hand, in the memory cell
type, data are fixed in the cells and only one cell is
addressed at a time. Therefore power dissipation is
considerably reduced comparing with the shift register

type.
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4.5 System Architecture and Canceling Device Devi-

ations and Noises

A general concept of the PWM A-D merged architec-
ture is shown in Fig. 14(a). Figure 14(b) shows a
relation between the accuracy and processing time for
each circuit. The PWM signal is applied to the intelli-
gent processing engine for feature extractions and

Shift Registers

[oHo He° s

PWM in ] T I T T T PWM out

FM vem |

Trigger

{a) PWM Memory using Shift Registers
PWM in PWM out
[T- ; . ;Address ; ; RAM Cell

PWM -
Trigger — |

{b) PWM Memory using RAM Cells

Fig. 13 PWM memory using digital storage.
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overall decisions, which require multi-input additions
and MAC operations but do not require a high accu-
racy. These circuits will dominate a chip area in the
future VLSI's with intelligence. The circuits which
require a high accuracy are implemented with the
binary digital circuits. The analog signals are used
limitedly in the temporary memory for PWM signal
conversion and external analog interfaces.

Many reference circuits which compensate the
fabrication inhomogeneities of a huge number of
devices should be distributively implemented on a
whole chip area. The reference ramp circuits generate
the SCS’s bias voltage which compensates capacitance
deviations. The PLL technique is applicable to the
reference circuit as shown in Fig. 15. The frequency of
the voltage controlled multivibrator (VCM) is locked
to n times of the low frequency reference flame signal
and the loop filter output can be used for the control
voltage of each SCS.

4.6 Estimated Performance of the PWM Circuits

The advantage of the proposed PWM circuit are shown
in Table 3, comparing with the conventional binary
digital circuits. The addition and MAC operations
with 2 and 16 inputs are estimated under the condi-
tions as shown in the table. The energy of SCI is
estimated by CVaV., where C is the integration
capacitance, Vu; is the supply voltage, and V. is the
maximum integration voltage. Processing performance
of the PWM circuit is improved with the increase of a

PWhin
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ve o—| —ove
PWMout
Cs
o_| Comparator
Vret Vref
PWM-to-Analog Anaolg-to-PWM
QOffset Cancel (Memory Wnte) (Memory Read)
T " ™ oPwmMn TEELOY i
| | o
|
|
| I
| v | owb
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‘ - — {00
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| " ut
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Fig. 12 PWM memory using analog storage.
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number of inputs, because parallel operations are
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carried out more efficiently. The device counts for the’

PWM arithmetic circuits are around one-tenth of those
of the binary digital. The energy dissipation of 16
inputs arithmetic operation is smaller than one-tenth
of that of the binary digital. These estimation shows
the advantage of the PWM circuit architecture,

4,7 Applications of the A-D Merged Circuits Archi-
tecture

Since the A-D merged circuit is expected to have a

Table 3 Comparison of circuit performance (PWM vs. Digi-
tal}.

{a) Two Input Adder (8 bit)

PWM | Dual PWM | Binary Digital
Circuit Scheme Switched Current Integrator | Riple Carry
Device Count 20 30 I 192
Operation Time{ns) | 256 16 | 4.7
Energy (pJ/OP) 3z 64 48
{b) Sixteen Input Adder (8 bit)
PWM [oual PwM | Binary Digital
Circuit Scheme Switchad Current Integrator |~ Riple Carry
Device Count 118 128 350
Operation Time{ns) | 256 16 96
Energy (pJ/OF) 46 a2 700
{c) Two Input Multiplier {8 bit)
PWM | Dual PWM | Binary Digital
Circuit Scheme Switched Current Integrator | Amay Type
Device Count | 82 72 | 1730
Cperation Timae(ns) | 256 16 15
| Energy (pJOP) 39 78 | 430
{d) Sixteen Input Multiplier (8 bit)
PWM  |Dual PWM | Binary Digital
Circuit Scheme Switched Current Integrator | Array Type
Device Count 454 464 2240
Operation Time{ns} 256 16 320
Energy (pJ/OF} 174 350 3450

Motes: PWM time resolusion = 1ns
SCI Capacitor =10 pF
Max. Integration Voltage = 1V

Gate delay =03ns
Switching Energy /gate = 2pJ
Supply Voltage =3V

Not include registers

linearity of over 9 bit, it can be generally introduced to
A-D mixed systems. The multi-input digital processor
and analog processor can be effectively replaced by the
PWM arithmetic circuits.

Neural processings can be well implemented by
the proposed architecture. For example. a block
diagram of Kohonen’s network is shown in Fig. l6.
Calculating the absolute value of the difference
between the input and the reference vectors, in other
word, Manhattan distance is applied for simplification.
The calculation of the Manhattan distance of the PWM
data is realized with only one XOR gate. The summa-
tion of the distance is performed with the multi-input
SCI. The winner take all is realized with the circuit to
find the widest pulse in parallel. This network is also
applicable to the feature extraction circuit or the
motion estimation circuit for a picture coding such as
the MPEG 1II algorithm. The multi-layer neural net-
work and Hopfield network are also easily realized
with the proposed A-D merged circuits architecture.

5. Future Challenges

The proposed architecture utilizes the PWM signals for
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Fig. 16 Kohonen network using A-D merged circuit architec-

ture.

its compatibility to the conventional CMOS devices.
More sophisticated modulation techniques were devel-
oped for the telecommunications. The development
object was how to implement the efficient data transfer
utilizing the limited bandwidth and low S/N ratio
channel. More sophisticated modulation methods
which handle the amplitude and phase such as multi-
bit QAM (Quadrature Amplitude Modulation) are
expected to be introduced to the future VLSI's. Thus,
the telecommunication technologies will resolve the
communication crisis in a gigantic systems. For
introducing these technologies, novel analog circuit
techniques are also necessary. The optical communica-
tion technologies will be also applied to the long
interconnection on the future ULSI’s [29]. The feature
of the optical interconnection is being free from para-
sitic capacitance. Therefore the transfer speed is as
high as the photon speed without being affected by the
increase of fun outs and wire length., This concept was
proposed as Ultra Opto Electronic Integrated Circuit
(U-OEIC).

In the 21st century, the Neumann computer will be
still employed to the electronics and the multi GOPS
(Giga-Operations per Second) MPU will be realized
by the binary digital architecture. However, the digital
architecture will be changing to the new one which is
suitable to the intelligent processing. The one candi-

date is the memory-based architecture which utilizes
functional memories as processing elements, and oper-
ates with data driven scheme. The proposed A-D
merged circuit will be also useful to the memory
based-architecture, because the ultimate functional
memory will be realized with functional devices and
handle the analog information.

6. Conclusion

The progress in devices and circuits for the existent
binary digital and A-D mixed LSI's are reviewed.
These techniques reach to the limitations of power
dissipation and analog accuracy. The new technologi-
cal challenges to overcome the limitations are
described. By reconsidering the information represen-
tation and processing principles, and circuit operations
based on the physical law, the new analog-digital
merged circuit architecture is proposed. That exploits
the PWM signal which has both properties of analog
and digital, and consists of the novel PWM circuits
which carry out the arithmetic operations, the signal
converters and the memory. These PWM circuits are
introduced to the A-D merged architecture as the
intelligent processing engine which carried out the
addition and MAC operations for a large number of
inputs. The highly accurate processings are imple-
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mented by the binary digital circuits. The circunt
architecture has a potential to exploit the high speed
switching capability of deep sub-gm devices, and
reduce the number of devices and the power dissipa-
tion to one-tenth of those of the binary digital circuits.
Therefore it will effectively timplement the intelligent
processing systems utilizing 0.5-0.2 zm scaled CMOS
devices.
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